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Resume : Celte thése traite de deux types de réduction de
dimension non linéaire.

Dans une premiére partie, hous nous cohcentrons sur
un cadre de réduction de modéle pour les équations différen-
tieltes partielies dépendantes des paramétres. En particulier,
dans le Chapitre 2, nous infroduisons une approche basée
sur un dictionnaire pour approximer une solution d'une telle
équation dans le contexte d'un probléme inverse, ol seules
quelgues mesures linéaires sur la solution sont connues.
Nous infroduisons un nouveau critére de sélection basé
sur l'algébre linéaire aléatoire pour sélectionner de maniére
adaptative un espace généré par quelques éléments du dic-
tionnaire. Nous monirons une quasi-optimalité avec une pro-
babilité élevée et nous fournissons les détails pratigues pour
garantir |'efficacité computationnelle tant pour la construc-
tion que pour l'évaluation de ce nouveau critére. Dans le
Chapitre 3, nous considérons une méthode d'interpolation
d’opérateurs récemment introduite pour le préconditionne-
ment de la réduction de modéle linéaire basée sur la pro-
jection de Galerkin. Gela présente un intérét particulier pour
les problémes admet une bonne approximation linéaire mais
dont I'opérateur de projection associé est mal conditionné.
La contribution de cette thése est de proposer une construc-
tion pratique de ces préconditionneurs, illustrée par des ex-
périences numériques.

Dans une deuxiéme partie, nous considérons des ca-
ractéristigues de faible dimension pour approximer les fonc-
tions en grande dimension. En particulier, dans le Chapiire
4, nous considérons la consiruction caractéristiques non li-
néaires basée sur le gradient, qui exploite les inégalités
de Poincaré sur les variétés non linéaires pour obtenir une
fonction objective calculable. Cependant, I'optimisation de
cette derniére est en général un probléme non convexe dif-
ficile. Nous infroduisons donc de nouveaux substituis qua-
dratiques & cette fonction objective. En tirant parti des in-
égalités de concentration, nous fournissons des résuliats de
sous-optimalité pour une classe de caractéristiques, com-
prenant les polyndmes, et une large classe de mesures de
probabilité des variables d’entrée. Dans le Chapitre 5, nous
étendons 'approche du chapitre précédent 2 la réduction de
dimension pour une famille de fonctions en grande dimen-
sion (réduction de dimension collective). Nous étudions en-
suite des formes structurées de caractéristiques, dans le but
d'exploiter la méthode basée sur le gradient et les substi-
tuts mentionnés ci-dessus pour apprendre des réseaux de
fonctions compositionnelles.

Pour les tous les chapitres nous fournissons une im-
plémentation open souree des méthodes qui y sont présen-
tées.
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Absfract: This thesis is concerned with two types of non-
linear dimension reduction.

In a first part we focus on a model reduction frame-
work for parameter dependent partial differential equations.
In particular in Chapter 2 we infroduce a dictionary-based
approach to approximate a solution of such equation in the
context of an inverse problem, where only few linear mea-
surements on the solution are given. We introduce a new
selection criterion based on random sketching for adaptively
selecting a space generated by a few elements of the dic-
tionary. We show near-cptimality with high probability and
we provide the practical details to ensure computational effi-
ciency for both building and evaluating this new criterion. In
Chapter 3 we consider an operator interpolation method re-
cently introduced for preconditioning linear model reduction
based on Galerkin projection. This is of particular interest
for problems admitting good linear approximation but whose
associated projection operator is ill-conditioned. The con-
tribution of this thesis is to propose a practical construction
of these preconditioners, illustrated with numerical experi-

ments.

In a second part we consider low dimensional featur-
ing for approximating high dimensional functions. In particu-
{ar in Chapter 4 we consider gradient-based construction of
nonlinear feature maps, which leverages Poincaré inequali-
ties on nonlinear manifolds to derive a computable objective
function. However, optimizing the latter is in general a diffi-
cult non-convex problem. We thus introduce new quadratic
surrogates to this objective function. Leveraging concentra-
tion inequalities, we provide sub-optimality results for a class
of feature maps, including polynomials, and a wide class
of input probability measures. In Chapter 5 we extend the
approach from the previous chapter to dimension reduction
for & family of high dimensional functions (collective dimen-
sion reduction). We then investigate structured forms of fea-
ture maps, aiming to leverage the aforementioned gradient-
based method and surrogates to learn composition

tion networks.
Faor every chapters we provide opeﬁf‘éﬁm
tation of the methods presented therein.




